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ABSTRACT
This project explores the potential of Differentiable Digital Signal
Processing (DDSP) to represent and synthesize the timbre of five
different notes of the Korean traditional musical instrument, Geo-
mungo, using digital instrumental samples of the bass guitar, which
has a similar mechanism to produce the sound. To evaluate the fea-
sibility and quality of the digital recreation process, we compared
hand-played Geomungo audio samples with digitally recreated au-
dio samples using DDSP. The MFCC, spectral contrast, chroma
features, and raw signal comparison, were used for assessment.
Our findings show the possibility of applying DDSP to represent
and synthesize the nuances of pitch and dynamics for expressive
aspects of Geomungo’s five different notes effectively. We also pro-
pose three audio features that can be used to evaluate the results
quantitatively under the context of neural sound synthesis.
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1 INTRODUCTION
A traditional musical instrument is an exceptional manifestation
of the culture from which it originates, having been created and
refined by musicians and craftsmen to cater to the requirements of
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those who engage with it and its particular role within a society.
However, traditional music is facing the risk of disappearance as
contemporary values become more prevalent in our society. This
not only threatens the physical instruments themselves but also
endangers the distinctive timbres and tones associated with them,
which often carry ethnic or national characteristics.

Since many traditional musical compositions, expressions, and
timbre have not been represented and transformed digitally well [8],
it is difficult to access and utilize such traditionalmusical sounds and
expressions in the contemporary music scene driven by digital tools.
One of the challenges in the digital representation of a traditional
music sound is to capture and synthesize the sound quality pro-
duced by the instrument – the timbre as Smalley [17] noted. Repre-
senting and recreating timbre from a signal-processing perspective
presents several challenges due to the multidimensional and subjec-
tive nature of timbral perception, such as (1) High-dimensional data:
Timbre analysis often involves extracting a wide range of features
from audio signals. This complexity can make it difficult to process
and interpret the data effectively; (2) Non-linear Transformations:
Timbral attributes can undergo nonlinear transformations. This can
lead to nontrivial relationships between physical sound properties
and perceptual timbre qualities; and (3) Lack of Objective Metrics:
Unlike pitch and loudness, which have relatively objective metrics,
there is no universally accepted set of objective metrics to quantify
timbre and evaluate its quality.

To address the gap, we explore the potential of Differentiable
Digital Signal Processing (DDSP) [4] to represent and synthesize
the timbre of a traditional acoustic music instrument sound based
on a modern electric music instrument audio sample and evaluate
its similarity between the samples. Specifically, we investigated
the problem of timbre style transfer for synthesizing a traditional
Korean musical instrument, Geomungo, from digital instrumental
samples of the bass guitar, which has a similar mechanism (plucked
and finger-picking techniques) to produce the sound. For our exper-
iments, DDSP was considered as it is proven effective in morphing
audio into a range of different instruments while it preserves the
nuances of pitch and dynamics as a form of neural audio synthesis
[6]. Also, it is agnostic to any given network architecture. Therefore,
DDSP can be used as one of the neural network components rather
than a specific generative model built.

As a preliminary exploration, we demonstrate the possibility of
effectively using DDSP to represent and synthesize the nuances
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of pitch and dynamics for expressive aspects of Geomungo’s five
different notes. First, we identified the minimum requirements of
training data and its specific format to be fed into the network,
which helped us understand how much audio data from a tradi-
tional instrument is needed as a baseline. Second, we integrated the
trained model into a commercial digital composition tool to demon-
strate its feasibility of working in real-time. Lastly, we conducted a
quantitative audio quality assessment covering all five strings in Ge-
omungo to better understand the sound quality differences between
each pitched string. Also, we proposed three audio features that can
be used to evaluate the results quantitatively under the context of
neural audio synthesis. We compared DDSP-generated sound sam-
ples and original ’Geomungo’ samples by measuring the Euclidean
distance of sound features such as raw signal, MFCC, spectral con-
trast, and chroma features[18] so that future researchers working
on this topic can use the same baseline. To our knowledge, no pre-
vious studies have explored the application of Differentiable Digital
Signal Processing (DDSP) in synthesizing the timbre of traditional
instruments. It is our hope our research can be a starting point to
capture, represent, and recreate traditional music digitally so we
can use various traditional and ethnic music and its sound to enrich
our contemporary music scene.

2 EXPERIMENT
For DDSP timbre training, a minimum of 10 minutes of monophonic
audio data from a single recording session is required [4]. In our
study, we collected monophonic recordings of ’Geomungo’ to en-
sure consistency in the recording environment. The audio files were
recorded at a sampling rate of 44,100Hz, 16-bit depth, and saved
as 320kbps mp3 files. We concatenated these files into a single 50-
minute file. The training process involved adjusting parameters
such as the training step, with an average of 40,000 steps chosen
from the range of 30,000 to 50,000 steps.

As the DDSP library offers output files that can seamlessly in-
tegrate with widely used software such as Garageband[9] and
Logic[10], the trained results can be utilized as DAWs (Digital Au-
dio Workstations)’ plugins to transform existing sound samples
into distinct Geomungo timbre. We used this approach to generate
samples. To compare the timbres, we focused on analyzing signals
for basic monophonic notes[14]. The reference sound samples was
obtained by recording and sampling the original ’Geo-mun-go’ in-
strument, specifically the virtual instrument developed by Seoul
National University [5]. Using DDSP, we transferred the timbre of
the Muted Bass instrument, commonly found in Western music, to
the Geomungo’s timbre. The DDSP-transferred and sampled instru-
ments were played at the same note, specifically G, A, C, D, and E,
with consistent length and velocity. These sounds were processed
using Garageband’s sound tools to demonstrate their potential in
the real-time operation context.

One challenging thing in our evaluation is understanding the
subtle, qualitative differences in timbre or sound texture in the
samples. In our case, a typical triangulation approach could be con-
sidered a subjective interpretation as it is often influenced by an
individual’s cultural background and environment, leading to in-
consistent evaluations. Addressing the gap, researchers such as Cao
et al.[1], Deng et al.[3], and Karajalainen et al.[13] have proposed

Table 1: Euclidean Distance of Sound Features

Features \ Notes G A C D E
Raw Signal 5.32 5.18 7.08 6.58 7.83
Chroma Feature 0.903 0.974 0.967 0.819 0.719
MFCC 30.359 65.575 57.113 39.955 33.500
Spectral Contrast 27.100 24.828 22.971 22.255 29.344

various scientific methods using signal processing to analyze timbre
more objectively. Therefore, we compared the sound samples in
general sound analysis methods by extracting sound features and
calculating the Euclidian distance to know the similarity quanti-
tatively, as shown in Table 1. The feature we used: (1) Raw signal:
the level of sound in the time domain; (2) Chroma Features[15]:
signal’s spectrum divided into twelve pitch classes or chroma of
the equal-tempered scale; (3) MFCC[16]: cosine transform of the
real logarithm of the short-term energy spectrum expressed on
a mel-frequency scale; and (4) Spectral Contrast[12]: represents
the spectral peak, spectral valley and their difference in each sub-
band. For each feature, the Euclidean distance between original and
synthesized audio samples was calculated.

3 FINDINGS & DISCUSSION
As Table 1 suggests, G and A notes are well represented in terms of
raw signal comparison, whereas C and E are not well synthesized. In
terms of Chroma Feature, D and E notes are well represented where
G, A, and C are not well synthesized. G and E can be represented
well by using MFCC while A and C are not well reproduced. From a
Spectral Contrast perspective, C and D notes are represented well,
while there are small differences between G, A, and E. The result
implies that although the audio quality seems to be similar, there
can be subtle differences. To interpret the results, it is necessary
to conduct comparative studies that involve instruments tradition-
ally perceived as similar or belonging to different categories. For
instance, a study by Gonzalez et al. [7] measured the Euclidean
distance of raw signals between different dynamics of the flute and
clarinet, resulting in distances ranging from 1.0 to 7.7 for the same
note. Considering the raw signal Euclidean distances obtained in
our experiment, ranging from 5.18 to 7.83, it can be inferred that
the timbre falls within a similar or same category.

However, it is important to recognize that the Euclidean dis-
tance can vary depending on factors such as the number of samples,
signal length, and processing methods. Therefore, establishing stan-
dardized measures of similarity by conducting a more rigorous
comprehensive evaluation incorporating a multi-layered approach
such as Chu et al.’s [2]. Additionally, exploring alternative similarity
calculation methods, such as Dynamic Time Warping or Cosine
similarity, can provide further insights into timbre comparison. It is
important to note that timbre perception is subjective and can vary
depending on the listener as [11] noted. In future work, a user study
will be conducted to evaluate the perception of the DDSP-generated
sounds using both qualitative and quantitative methods. This will
provide valuable feedback on how listeners perceive the timbre
and help assess the effectiveness of the DDSP approach in creating
authentic and pleasing instrument sounds.
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